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ABSTRACT

This article provides a way of predicting one week ahead load forecasting using the data of Madhya Pradesh
Poorva Kshetra Vidyut Vitaran Company Ltd. (MPPKVVCL). The data is used from Jan 2015 to Dec 2015 and the
result for 1 January 2016 to 7 January 2016 is obtained . Method used for the load forecasting is Multiple Linear
Regression Analysis and Curve Fitting .Various parameter such as temperature, humidity, dayofweek, weekofmonth,
HourofDay etc are used to make the analysis more comparative and accurate. Model for both mentioned methods is
developed in MATLAB. Result obtained will be compared between the two used methods. A large variation is seen
on the festival and week days. 1 January 2015 historical data shows large variation and hence result shows large
variation of 9.22% obtained from Curve Fitting method and variation of 15.53% is obtained from Multiple Linear
regression for 1 Jan 2016 (New Year Day) and for rest of the days i.e. from 2 January 2016 to 7 January 2016 the
error hardly goes beyond 2.65%.

Keywords: Load forecasting, Multiple Linear Regression, Curve Fitting, MAPE (Mean Absolute Percentage Error),
MATLAB

I. INTRODUCTION

Load forecasting is one of the important tasks in Power system. Accurate load forecast of the power system leads to
improved security and efficiency in electric power supply. The short term load forecasting with the data of
MPPPKVVCL consist of the following two steps. First, the dependencies of the load demand on different parameter
are studied. Next, Soft technique of load forecasting is used to forecast the one week ahead data. Different
techniques of load forecasting have been studied [1]. This paper concentrates on the Regression analysis and curve
fitting methods to forecast the load demand [2][3] . Short time load forecasting aimed at forecasting the load from
one hour to seven days which is important for scheduling and operation of power systems. SLTF helps in energy
management systems [4] which is required for the monitoring the electrical load system remotely. Load forecasting
is not only important for the generation and transmission of power but also for the market operators so that
economic use of the power can be done [5].

II. DATA ANALYSIS

For modelling the weather component, data obtained from the local weather forecasting centre Jabalpur, Madhya
Pradesh region and Accuweather. Load data is collected from Madhya Pradesh Poorva Kshetra Vidyut Vitaran
Company Ltd. (MPPKVVCL). The data is used from Jan 2015 to Dec 2015 and the result for 1 January 2016 to 7
January 2016 is obtained from MPPKVVCL. Due to wrong measurements and other human errors, some out-of-
range values were observed in the historical load data as obtained from the weather department and MPPKVVCL .
Corrections were made to such outlier values by replacing them with the average of both the preceding and
succeeding values in the series. Principal Component Analysis (PCA) of the data was then carried out using
MATLAB® functions “prepca” and “trapca”[6][7].
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III. REGRESSION ANALYSIS

A regression with two or more explanatory variables is called a multiple regression [8]. The goal of multiple linear
regressions (MLR) is to model the relationship between the explanatory and response variables. Simple Regression
uses the modelling of the mean response as a straight line whereas in Multiple Regression analysis for load
forecasting uses the technique of weighted least-square estimation. Based on this analysis, the statistical relationship
between total load and weather conditions as well as the day type influences can be calculated. Also Multiple Linear
Regression (MLR) is as modelled as a function of several explanatory variables.

Thus regression is the one of most widely used statistical techniques. The load is totally dependent on the
temperature, humidity and day type parameters hence regression is used to obtain the relationship between load and
these parameters.

Prorecasted = Pavg + Py

MAPE (mean absolute percentage error) of power

MAPE = Z { (PA'Pforecasted)/PA} *100

Where
Pa=Actual power of forecasted power
Pi = {R. op.( Tt - Tave).( Ht- Havg).( Dt~ Davg)}/{ 6T.cH.oD }

Pforecastea = forecasted day power

Pavg= Average power of the previous year data.

R=Coefficient of correlation of load power with temperature, humidity & daytype of the previous year data.
op, 6T, oH, oD = Standard deviation of power, temperature, humidity & daytype of previous year data

Ty, Hy, Dr = Forecasted day temperature, humidity and daytype
Tave, Have, Dave = Average temperature humidity and daytype [15].

IV. Curve Fitting

Curve fitting is the process of approximating or fitting of a series of data points with curves. Curve fitting is the
process of constructing a curve, or mathematical function that has the best fit to a series of data points, possibly
subject to constraints [10] .Curve fitting is used for performing exploratory data analysis , pre process and post
process of data. A variety of post-processing methods for plotting, interpolation, and extrapolation; estimating
confidence intervals; and calculating integrals and derivatives has been used for[11].Most popular curve fitting
models are:

1. Linear: This curve is representing linear dependencies (include constant) between two variables.
y =ax +Db, where b is significant of value on y-axis for x=0 and a is gradient.

2. Exponentials: Usually is one-term and a two-term exponential model .Exponentials are often used when
the rate of change of a quantity is proportional to the initial amount of the quantity. If the coefficient
associated with e is negative, then y represents exponential decay. If the coefficient is positive, then y
represents exponential growth.

3. Fourier Series: The Fourier series is a sum of sine and cosine functions that is used to describe a periodic
signal. It is represented in either the trigonometric form or the exponential form. The toolbox provides the
trigonometric

Fourier series form shown below
y = agty "ai.cos(n. . X) + b; .sin(n. ®. X)
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where agis any “DC” offset of data (i=0), n is number of harmonics and ® represents frequency. Usually is

speak about Fourier analysis and the fast Fourier transform[12].

Developed package uses the curve fitting (CF) technique to obtain a forecasting polynomial curve based on criterion
of minimum quadratic error using the peaks of loads [12 ].Curve fit techniques for load forecasting is usually based
on a multiple regression fit to past historical annual peak loads for each small area. The following polynomial is
typical of such approaches [13] [14].

l(t)=a+at-1+a2t+at2+adt3=fk(t)

Where 1.(t) estimate of load in cell j for year 1'(t) = peak load for year t for cell j.

11(h) = "horizon year" load level estimate for cell there are J small areas, or cells j - 1 J,there are T years load
history present Year (last year of historical period. Usually, f (t) is determined by fitting to both recent load history
and a horizon year load estimate.

V. RESULT AND DISCUSSION

Model is developed in MATLAB for both Multiple Linear Regression model and Curve Fitting Model for load
forecasting. Both the soft techniques are applied day wise for a week. Table 1 shows the variation of actual load,
Regression forecasted load and Curve Fitting forecasted load in Megawatt for 7 days. Here Day 1 stands for 1%
January 2016(New Year) Friday; Day 2 stands for 2" January 2016 Saturday and so on. Also Table 1 contains the
comparison between the MAPE for Regression Model and Curve Fitting Model. A large error i.e. 15.53 MAPE in
regression analysis and 9.538 MAPE in Curve fitting, are resulted in the forecasted value on Day 1 as the Day 1 is
festive day (New Year) owing to 1% January. The overall error from the MLR is 3.706% and from that of the curve
fitting is 3.249%. It is seen that the Curve Fitting on an average resulted in less error than that of the Regression
analysis. Large variation on Day 1 in regression is due to the unpredictable variation in load historical data and less
error in case of curve fitting as compared to MLR is because curve fitting involves interpolation where an exact fit
to the historical data is done.

Table No 1: Shows comparative analysis of Multiple Linear Regression and Curve Fitting
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‘ Actual Regression( C urve MAPE MAPE
Serial No Load MW) Fitting Regression( C.urve
MWw) (MW) %) fitting(%)
Day 1 2564 2170 2322 15.53 9.538
Day?2 2459 2475 2507 1.647 2.542
Day3 2463 2491 2516 1.707 2.365
Day4 2456 2457 2477 1.768 2.303
Day5 2522 2501 2520 1.994 2.454
Day6 2459 2477 2488 1.803 2.130
Day?7 2565 2531 2541 1.488 1.409
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Table No 2: Shows Average MAPE for Multiple Linear Regression and Curve Fitting
Serial No MAPE Regression(%) MAPE Curve fitting(%)

Day 1 15.53 9.538
Day?2 1.647 2.542
Day3 1.707 2.365
Day4 1.768 2.303
Day5 1.994 2.454
Day6 1.803 2.130
Day7 1.488 1.409
AVERAGE 3.706 3.249
MAPE

Furthermore, Graphs are obtained for the forecasted loads. Figure 1 shows the actual load and forecasted load
obtained from MLR. Figure 2 shows the actual load and Forecasted load using Curve Fitting Method .As discussed
above the huge variation in load on Day 1 can be seen in both the graphs. Figure 3 shows the comparison graph of
Actual load, Forecasted load both by MLR and Curve Fitting Method for a comparative study.

ACTUAL TESTING LOAD VS FORECASTED LOAD (MULTIPLE LINEAR REGRESSION METHOD)
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Figure 1: Variation of Actual Load and MLR Forecasted Load
ACTUAL TESTING LOAD ¥S FORECASTED LOAD {(CURVE FITTING METHOD)
3000
X - T T T T T T
FORECASTED LOAD USING CURVE FITTING
ACTUAL LOAD USED FOR TESTING
2800 —
2600 —
-
& 2400 =
g

1800 | 1 1 1 1 1 1 1
o 20 40 60 80 100 120 140 160 180
TIME(hrs)

Figure 2: Variation of Actual Load and Curve Fitting Forecasted Load
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ACTUAL TESTING LOAD VS FORECASTED LOAD (CURVE FITTING METHOD)
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Figure 3: Variation of Actual Load and Both MLR & Curve Fitting Forecasted Load

VI. CONCLUSION

Regression Analysis and Curve Fitting fits good for the Short term Load forecasting. This paper has presented a
study in the area of electric load forecasting with prediction times of the order of day and up to one week using soft
techniques. STLF plays an important role in proper functioning of the power system operation as the principal
driving element for all daily and Weekly operations scheduling. The result shows the soft technique based model for
the dependency of a number of features such as the type of model, the data requirements, parameter identification
and load forecasting needs. The paper also discussed the variation in the result of load forecasting with the impact of
parameter and various practical consideration associated with the development of an STLF model and forecasting
algorithm for use in a control centre environment.

Further work can be done with the inclusion of holiday and special days. As seen in the result the festive day, for
example, on 1 January the forecasted result shows large error so some more optimization techniques such as Particle
Swarm Optimization, Hybrid Genetic algorithm can be used in further study.
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